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Background/Motivation

1 Graphical processing units (GPUs) have proven
success for gaming applications

1 Recently shown to also be useful for scientific
simulations

+ Current investigation focuses on demonstrating:
BOptimal performance gains using GPUs

BGPU performance gains for ex
codes typical of those used in government and
Industry




Advantages of Graphics Processors

1 Order of magnitude increase In
; floating point
1 memory bandwidth

1 Very low cost

1 Easy to program with new programming
models (CUDA)

+ Good at processing large data sets where
same operation is applied over large arrays

1+ Scales well when added to cluster nodes
v Perfect fit for CFD applications
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GPU Architecture

(shown in green )
1 Optimized for throughput

} More transistors devoted to data processing
} Data Parallel (SPMD)
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GPU Architecture : G80
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Cluster Hardware
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Running Rocks Linux for
Clusters OS

8 Nodes, each including:

} 2.5 GHz quad - core CPU with 6
Mb cache

;8 Gigs DDR3 memory

1 4 GPUs w/128 floating point
units each

32 GPU/32 CPU cores
Over 12 Teraflops
Cost: $25,000

Equivalent CPU cluster:
1 500 nodes and ~$1,000,000
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